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Guide to the text
As you read this text you will find a number of features in every chapter to 

enhance your study of linguistics and help you understand how the theory is 
applied in the real world.

PART-OPENING FEATURES

Inside the front cover you’ll find a quick 
reference list of symbols that are used to 
represent the sounds of Australian English.  

You can also use the summary tables 
inside the back cover while you are 
learning about syntax.

The Chapter list outlines the chapters 
contained in each part for easy reference.

Identify the key concepts that the chapter 
will cover with the Learning objectives at the 
start of each chapter.

CHAPTER-OPENING FEATURES

PART 2

PART 2

65

GRAMMATICAL 
ASPECTS OF 
LANGUAGE   
3  Morphology: the words  

of language 66

4  Syntax: the sentence patterns 
of language 110

5  Semantics and pragmatics:  
the meanings of language 169

6  Phonetics: the sounds  
of language 225

7  Phonology: the sound 
patterns of language 265

The theory of grammar is concerned with the 
question: What is the nature of a person’s 
knowledge of his language, the knowledge that 
enables him to make use of language in the 
normal, creative fashion? A person who knows 
a language has mastered a system of rules that 
assigns sound and meaning in a definite way for 
an infinite class of possible sentences.

Noam Chomsky, Language and Mind, 1968

PART 2       

2

     1 WHAT IS LANGUAGE?

When we study human language, we are approaching what some 
might call the ‘human essence’, the distinctive qualities of mind 
that are, so far as we know, unique to man.

Noam Chomsky, Language and Mind, 1972

After reading Chapter 1, you should be able to:
• understand the arbitrary relation between linguistic form and meaning
• distinguish between linguistic knowledge (competence) and linguistic behaviour (performance)
• distinguish between descriptive and prescriptive rules of grammar
• understand the relationship between grammatical rules of individual languages and principles of 

language structure that may hold across all languages
• explain the difference between human language and the communicative systems of other animals.

LEARNING OBJECTIVES

Whatever else people do when they come together – whether they play, fight, make love or make 
cars – they talk. We live in a world of language. We talk to our friends, our associates, our wives 
and husbands, our lovers, our teachers, our parents, our rivals and even our enemies. We talk 
to bus drivers and total strangers. We talk face-to-face and over the telephone, and everyone 
responds with more talk. Television and radio further swell this torrent of words. Hardly a 
moment of our waking lives is free from words and even in our dreams we talk and are talked to. 
We also talk when there is no-one to answer. Some of us talk aloud in our sleep. We talk to our 
pets and sometimes to ourselves.

The possession of language, perhaps more than any other attribute, distinguishes humans 
from other animals. To understand our humanity, one must understand the nature of language 
that makes us human. According to the philosophy expressed in the myths and religions of many 
peoples, language is the source of human life and power. To some people of Africa, a newborn child 
is a kintu, a ‘thing’, not yet a muntu, a ‘person’. Only by the act of learning language does the child 
become a human being. According to this tradition, then, we all become human because we all know 
at least one language. But what does it mean to know a language?

Consonants
Phoneme As in
Stops
/p/ pit /pɪt/
/b/ bit /bɪt/
/t/ tip /tɪp/
/d/ dip /dɪp/
/k/ could /kʊd/
/ɡ/ good /ɡʊd/

Nasals
/m/ mitt /mɪt/
/n/ nit /nɪt/
/ŋ/ sing /sɪŋ/

Approximants
/ɹ/ rip /ɹɪp/
/w/ whip /wɪp/
/j/ yip /jɪp/
/l/ lip /lɪp/

Harrington, Cox & Evans
Phoneme As in
/iː/ peat /piːt/ 
/ɪ/ pit /pɪt/
/e/ pet /pet/
/eː/ pair /peː/
/æ/ pat /pæt/
/ɐː/ part /pɐːt/
/ɐ/ putt /pɐt/
/ɔ/ pot /pɔt/
/oː/ port /poːt/
/ʊ/ put /pʊt/
/ʉː/ boot /bʉːt/
/ɜː/ pert /pɜːt/
/ə/ apart /əpɐːt/
/æɪ/ hay /hæɪ/
/ɑe/ high /hɑe/
/oɪ/ hoy /hoɪ/
/æɔ/ how /hæɔ/
/əʉ/ hoe /həʉ/
/ɪə/ here /hɪə/

Mitchell & Delbridge
/i/ peat /pit/
/ɪ/ pit /pɪt/
/ɛ/ pet /pɛt/
/ɛə/ pair /pɛə/
/æ/ pat /pæt/
/a/ part /pat/
/ʌ/ putt /pʌt/
/ɒ/ pot /pɒt/
/ɔ/ port /pɔt/
/ʊ/ put /pʊt/
/u/ boot /but/
/ɜ/ pert /pɜt/
/ə/ apart /əpat/
/eɪ/ hay /heɪ/
/aɪ/ high /haɪ/
/ɔɪ/ hoy /hɔɪ/
/aʊ/ how /haʊ/
/oʊ/ hoe /hoʊ/
/ɪə/ here /hɪə/
/ʊə/ tour /tʊə/ (now rare)

Vowels

Fricatives
/f/ fan /fæn/
/v/ van /væn/
/θ/ thick /θɪk/
/ð/ this /ðɪs/
/s/ sip /sɪp/
/z/ zip /zɪp/
/ʃ/ fission /fɪʃən/
/ʒ/ vision /vɪʒən/
/h/ hit /hɪt/

Affricates
/ʧ/ chill /ʧɪl/
/ʤ/ Jill /ʤɪl/

A Phoneme List for AustrALiAn engLish

Lexical categories with examples
Noun (N) puppy, man, soup, happiness, thought, he, Mary
Verb (V) find, run, sip, see, know, try, want, believe
Adjective (Adj) red, big, happy, quick, hopeless, silly, awful
Adverb (Adv) again, always, brightly, often, never, quickly, very
Preposition (P) up, across, over, into, besides, with, of, to, from, before, after, at, in, on, by

Phrasal lexical categories with examples
Noun phrase (NP) puppies, the man, some soup, his girlfriend, a good thought, the man with the telescope, a 

bottle of Coke
Verb phrase (VP) smiles, always jokes, often goes to the city, rode on a camel into the desert

Adjective phrase (AdjP) happy, very silly, bright blue, red with anger, worthy of praise

Adverb phrase (AdvP) brightly, more quickly, very slowly, really often

Prepositional phrase (PP) of linguistics, in the laundry, at the party, from the city

Quick tests for lexical categories

Note: These tests are not foolproof so try both the morphological and the distributional tests.
Noun Morphological Can the word take a plural suffix? (e.g. X-s)

Distributional Can the word combine with an article? (e.g. a X, the X)
 or
Can the word appear after an adjective? (e.g. silly X, beautiful X)

Verb Morphological Can the word take a suffix for present or past tense? (e.g. X-s, X-ed)

Distributional Can the word be used with an adverb? (e.g. X quickly, X often)
 or
Can the word be used with a modal? (e.g. can X, will X)

Adjective Morphological Can the word be used in a comparative form by adding –er or preceding it by more? (e.g. X-er, more X)
Distributional Can the word be positioned between a determiner and a noun? (e.g. the X book, a X boy)

 or
Can the word be preceded by very? (e.g. very X) Caution!: This test also identifies adverbs

Adverb Morphological Does the word end with –ly? (e.g. X-ly) Caution!: This test only identifes a small subset of adverbs, and 
there are also adjectives ending with –ly

Distributional Can the word be preceded by very? (e.g. very X) Caution!: This test also identifies adjectives 
 or
Is the word ungrammatical when positioned between a determiner and a noun? (e.g. *the X book, *a X boy)

Preposition Morphological None. Prepositions are a closed class set (e.g. in, under, before, of, with etc.)

Distributional Can the word be followed by a noun phrase? (e.g. X the box)

Functional categories with examples
Determiner (Det) the, a, my, his, your, each, some, many, two, several, this, those
Auxiliary (Aux) have, be, do, can, may, might, must, will, shall, should, would, could
Complementiser (C) that, if, for, whether
Conjunction (Conj) and, or, but

Pronouns
Person Subject pronoun Object pronoun Possessive pronoun

Singular Plural Singular Plural Singular Plural
1st I we me us my our
2nd you you you you your your
3rd masculine he they him them his their
3rd feminine she they her them her their
3rd neuter it they It Them Its their
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When you see Key terms marked in bold, 
study the definitions nearby to learn important 
vocabulary. See the Glossary at the back of the 
book for a full list of key terms and definitions.

Extend your understanding through the suggested 
Further reading relevant to each chapter.

END-OF-CHAPTER FEATURES

FEATURES WITHIN CHAPTERS

34

PART 1: THE NATURE OF HUMAN LANGUAGE

The localisation of language in the brain
An issue of central concern has been to determine which parts of the brain are responsible for 
human linguistic abilities. In the early nineteenth century, Franz Joseph Gall proposed the theory 
of localisation, which is the idea that different human cognitive abilities and behaviours are localised 
in specific parts of the brain. In light of our current knowledge about the brain, some of Gall’s 
particular views are amusing. He proposed, for example, that language is located in the frontal 
lobes of the brain because as a young man he had noticed that the most articulate and intelligent of 
his fellow students had protruding eyes, which he believed reflected overdeveloped brain material. 
He also put forth a pseudoscientific theory called ‘organology’ that later came to be known as 
phrenology, which is the practice of determining personality traits, intellectual capacities and other 
matters by examining the bumps on the skull. A disciple of Gall’s, Johann Spurzheim, introduced 
phrenology to America. He constructed elaborate maps and skull models such as the one shown in 
Figure 2.2, in which language is located directly under the eye.

Gall, in arguing against the prevailing view that the brain was an unstructured organ, was a 
pioneer and a courageous scientist. Although phrenology was long ago discarded as a scientific 
theory, Gall’s view that the brain is not a uniform mass, and that linguistic and other cognitive 
capacities are functions of localised brain areas, has been upheld by scientific investigation of 
aphasia and other disorders and, more recently, by functional brain imaging.

localisation
The hypothesis 
that different areas 
of the brain are 
responsible for 
distinct cognitive 
systems; see 
lateralisation.

phrenology
A pseudoscience, 
the practice of which 
is determining 
personality traits 
and intellectual 
ability by 
examination of the 
bumps on the skull. 
Its contribution to 
neurolinguistics 
is that its methods 
were highly 
suggestive of the 
modular theory of 
brain structure.

Front

Back

Cortex White
matter

Corpus callosum

Right
hemisphere

Left
hemisphere

FIGURE 2.1 Three-dimensional reconstruction of the normal living human brain. The images were obtained 
from magnetic resonance data using the Brain-vox technique. Left: view from the top. Right: view from the 
front following virtual coronal section at the level of the dashed line

Courtesy of Hanna Damasio
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abbreviation
The shortened form of a word.

accent (of a speaker)
The phonology or pronunciation of a specific 
dialect; may be native or non-native.

accidental gap
Phonological or morphological form that 
constitutes a possible but non-occurring 
lexical item, e.g. blick, unsad; also called a 
lexical gap.

acoustic
Pertaining to physical aspects of sound.

acoustic phonetics
The study of the acoustic characteristics 
of speech sounds.

acoustic signal
The sound waves produced by any sound 
source, including speech.

acquired dyslexia
The loss of ability to read correctly by 
people who were previously literate, 
following brain damage.

acrolect
A prestigious variety of a language.

acronym
A word composed of the initials of 
several words, e.g. PET scan from 
positron emission tomography scan.

adjective (Adj)
The syntactic category of words that 
function as the head of an adjective phrase 
and that have the semantic effect of qualifying 
or describing the referents of nouns, e.g. tall, 
bright, intelligent; cf. adjective phrase.

adjective phrase (AdjP)
A syntactic category, also phrasal 
category, comprising expressions whose 
head is an adjective possibly accompanied 
by modifiers, that occurs inside noun 
phrases and as complements of the verb 
be, e.g. worthy of praise, several metres 
high, green, more difficult.

adjuncts
An optional phrase that is not selected by 
the verb.

adverb (Adv)
The syntactic category of words that 
qualify the verb, such as manner adverbs 
like quickly and time adverbs like soon. Some 
adverbs, such as very, qualify adjectives. 
The position of the adverb in the sentence 
depends on its semantic type, e.g. John will 
soon eat lunch, John eats lunch quickly.

adverb phrase (AdvP)
A syntactic category, also phrasal 
category, comprising expressions whose 
head is an adverb possibly accompanied 
by modifiers, e.g. very quickly, quite soon.

affix
A bound morpheme attached to a stem or 
root; see prefix, suffix, infix, circumfix, 
stem, root.

affricate
A sound produced by a stop closure 
followed immediately by a slow-release 
characteristic of a fricative; phonetically 
a single sound created by the sequence of 
stop 1 fricative, e.g. the ch in chip is [ʧ].

agglutinative language
A type of synthetic language in which 
words may be formed by a root and 
multiple affixes where the affixes are 
easily separated and always retain the 
same meaning.

agreement
The process by which one word in a 
sentence is altered depending on a 
property of another word in that sentence, 
such as gender or number, e.g. the addition 
of -s to a regular verb when the subject is 
third-person singular (in English).

allograph
One of the various alternative forms 
of an alphabetic letter, for example, 
the capital, lower-case, italicised or 
handwritten versions of the letter A.

allomorph
The alternative phonemic form of a 
morpheme, e.g. the /s/, /z/ and /əz/ 
forms of the plural morpheme in cats, 
dogs and kisses.

allophone
A predictable phonetic realisation of a 
phoneme, e.g. [p] and [pʰ] are allophones 
of the phoneme /p/ in English.

alphabet abbreviations
Acronyms produced by sounding out 
each letter, as in AFL for Australian 
Football League.

alphabetic writing
A writing system in which each symbol 
typically represents one sound segment.

alveolar
A sound produced by raising the tongue 
to the alveolar ridge.

alveolar ridge
The rough ridge on the roof of the mouth 
directly behind the top front teeth. It 
is the place or articulation for speech 
sounds like [s], [t], [n].

analogic change
A language change in which a rule 
spreads to previously unaffected forms, 
e.g. the plural of cow changed from the 
earlier kine to cows by the generalisation 
of the plural formation rule or by analogy 
to regular plural forms.

analytic
Describes a sentence that is true by 
virtue of its meaning alone, irrespective 
of context, e.g. Kings are male; see also 
contradictory.

anomalous
Semantically ill formed, e.g. Colourless 
green ideas sleep furiously.

anomaly
A violation of semantic rules resulting in 
expressions that seem nonsensical, e.g. 
The verb crumpled the milk.

anomia
A form of aphasia in which patients have 
word-finding difficulties.

antecedent
A noun phrase with which a pronoun is 
coreferential, e.g. the man who is eating 
is the antecedent of the pronoun himself 

GLOSSARY
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CHAPTER 4: SYNTAX: THE SENTENCE PATTERNS OF LANGUAGE

EXERCISES
1 Besides distinguishing grammatical from ungrammatical strings, the rules of syntax account 

for other kinds of linguistic knowledge, such as:
a when a sentence is structurally ambiguous (e.g. The boy saw the man with a telescope)
b when two sentences of different structure mean the same thing (e.g. The father wept 

silently and The father silently wept)
c when two sentences of different structure and meaning are nonetheless structurally 

related, such as declarative sentences and their corresponding interrogative form (e.g. The 
boy can sleep and Can the boy sleep?).

In each case, draw on your linguistic knowledge of English to provide an example different 
from the ones in the chapter, and explain why your example illustrates the point. If you know 
a language other than English, provide examples in that language, if possible.

2 Consider the following sentences:
a I hate war.
b You know that I hate war.
c He knows that you know that I hate war.

i Write another sentence that includes sentence (c).
ii What does this set of sentences reveal about the nature of language?
iii How is this characteristic of human language related to the difference between 

linguistic competence and performance? (Hint: Review these concepts in Chapter 1.)
3 Paraphrase each of the following sentences in two ways to show that you understand the 

ambiguity involved.

Example: Smoking grass can be nauseating.

Putting grass in a pipe and smoking it can make you sick.

Fumes from smouldering grass can make you sick.

a Dick finally decided on the boat.
b The professor’s appointment was shocking.
c The design has big squares and circles.
d That sheepdog is too hairy to eat.

Another website that has been recently launched to provide resources for students is 
Oxford Bibliographies online: 

 ● http://www.oxfordbibliographies.com/obo/page/linguistics
The Linguistic Society of America website also houses a series of FAQ pamphlets on 

various aspects of language: 
 ● http://www.linguisticsociety.org/what-linguistics

>
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 ● annotated weblinks
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CHAPTER 2: BRAIN AND LANGUAGE

SUMMARY
The attempt to understand what makes language acquisition and use possible has led to 
research on the brain–mind–language relationship. Neurolinguistics is the study of the brain 
mechanisms and anatomical structures that underlie linguistic competence and performance. 
Much neurolinguistic research is centred on experimental and behavioural data from people 
with impaired or atypical language. These results greatly enhance our understanding of language 
structure and acquisition.

The brain is the most complicated organ of the body, controlling motor and sensory activities 
and thought processes. Research conducted for over a century reveals that different parts of the 
brain control different body functions. The nerve cells that form the outer layer of the brain are 
called the cortex, which serves as the intellectual decision maker, receiving messages from the 
sensory organs and initiating all voluntary actions. The brain of all higher animals is divided into 
two parts called the cerebral hemispheres, which are connected by the corpus callosum, a network 
that permits the left and right hemispheres to communicate.

Each hemisphere exhibits contralateral control of functions. The left hemisphere controls 
the right side of the body, and the right hemisphere controls the left side. Despite the general 
symmetry of the human body, much evidence suggests that the brain is asymmetric, with the left 
and right hemispheres lateralised for different functions.

Neurolinguists have many tools for studying the brain, among them dichotic listening 
experiments and many types of scans and electrical measurements. MEG represents the future 
of neurolinguistic studies, as it offers excellent temporal resolution and is non-invasive and safe 
for participants. Techniques such as MEG permit the study of the living brain as it processes 
language. By studying split-brain patients and aphasics, we can use these experimental techniques 
to show that localised areas of the brain are associated with particular language functions. For 
example, people with lesions in the part of the brain called Broca’s area may suffer from Broca’s 
aphasia, which results in impaired syntax and agrammatism. Damage to Wernicke’s area may 
result in Wernicke’s aphasia, in which fluent speakers produce semantically anomalous utterances, 
or jargon aphasia, in which speakers produce nonsense forms that make their utterances 
uninterpretable. Damage to other areas of the brain can produce anomia, a form of aphasia in 
which the patient has word-finding difficulties.

Deaf signers with damage to the left hemisphere show aphasia for sign language similar to the 
language breakdown in hearing aphasics, even though sign language is a visual–spatial language.

Other evidence supports the lateralisation of language. Children who undergo left 
hemispherectomy show specific linguistic deficits, whereas other cognitive abilities remain intact. 
If the right brain is damaged or removed after the first two or three years, however, language is 
unimpaired, but other cognitive disorders may result.

The language faculty is modular. Studies of special populations suggest that it is independent 
of other cognitive systems with which it interacts. Evidence for modularity of language is found 
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PREFACE
Well, this bit which I am writing, called Introduction, is really the er-h’r’m of 
the book, and I have put it in, partly so as not to take you by surprise, and partly 
because I can’t do without it now. There are some very clever writers who say 
that it is quite easy not to have an er-h’r’m, but I don’t agree with them. I think it 
is much easier not to have all the rest of the book.

A A Milne, The Christopher Robin Birthday Book

The last thing we find in making a book is to know what we must put first.

Blaise Pascal

Interest in linguistics – the study of human language – has existed throughout history. Many of the 
questions discussed in this book have been asked for thousands of years. What is language? What do 
you know when you know a language? What is the origin of language? Is language unique to the human 
species? Why are there so many languages? Where do they come from? How are they related? How 
do children learn language? Are some languages (or dialects) superior to others? Are some languages 
simpler than others? What do all languages have in common? What is the neurological basis of human 
language? What parts of the brain are concerned with language? Can computers be taught to speak 
and understand human language? These are only a few of the questions that have piqued curiosity 
about language.

In addition to a philosophical interest in such questions, there are many other reasons that linguists, 
psychologists, philosophers, educators, sociologists, legal experts, neurologists, communication engineers 
and computer scientists need to understand the nature of human language. New developments in linguistics 
have wide ranging impact in education, health science, sociology, psychology, law, medicine, technology 
and communication.

In light of the importance of linguistics in so many diverse disciplines, the first eight (Australian) 
editions of this textbook were directed towards students in a wide variety of courses. The book has 
been used in linguistics and non-linguistics courses, at all levels from undergraduate to postgraduate, 
for students in fields as diverse as computer science, English, foreign languages, speech pathology, 
anthropology, communications and philosophy. The ninth Australian edition follows in this tradition, 
but further extends and updates the content to make it suitable for an even wider audience. Students 
will gain insight into current linguistic issues and develop a better understanding of debates appearing 
in the national media. We hope that this book will help to dispel certain common misconceptions that 
people have about language and language use.

We have provided many new exercises and problem sets in this edition so that students can apply 
their knowledge of linguistic concepts to novel data. This will help to consolidate learning and further 
test comprehension of the material in the text. More research-oriented exercises have also been added 
for those instructors who wish their students to pursue certain topics more deeply. Some exercises 
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are marked as ‘challenge’ exercises if they go beyond the scope of what is ordinarily expected in a first 
course in language study. An answer key is available to instructors to assist them in areas outside of 
their expertise. Chapter 1 continues to be a concise introduction to the general study of language. 
It includes many ‘hooks’ for engaging students in language study, including discussions of signed 
languages; a consideration of animal ‘languages’; a treatment of language origins; and the occasional 
silliness of self-appointed mavens of ‘good’ grammar who beg us not to carelessly split infinitives and 
who find sentence-ending prepositions an abomination not to be put up with.

The second chapter, ‘Brain and language’, retains its forward placement in the book because we 
believe that one can learn about the brain through language, and about the nature of the human 
being through the brain. This chapter may be read and appreciated without technical knowledge of 
linguistics. When the centrality of language to human nature is appreciated, students will be motivated 
to learn more about human language, and about linguistics, because they will be learning more about 
themselves. As in the previous edition, highly detailed illustrations of MRI and PET scans of the brain 
are included, and this chapter highlights some of the new results and tremendous progress in the study 
of neurolinguistics over the past few years. In particular, we have added a new section on how MEG 
(magnetoencepholograhy) can be used to study aspects of our linguistic knowledge. The arguments 
for the autonomy of language in the human brain are carefully crafted so that the student sees how 
experimental evidence is applied to support scientific theories.

Chapter 3 launches the book into the study of grammar with morphology, the study of word 
formation, as that is the most familiar aspect of grammar to most students. The subject is treated 
with clarity and an abundance of simple illustrations from non-English languages to emphasise the 
universality of word structure, including the essentials of derivational versus inflectional morphology, 
free and bound morphemes, and the hierarchical structure of words. 

The syntax chapter has been substantially rewritten. Many instructors have noted that recent 
school English curricula include little teaching of grammar, and have requested that the text cover 
more foundational knowledge. Chapter 4 now has an expanded section on the various syntactic 
categories, and ways to identify parts of speech. Our feedback has shown that our students would 
benefit more from studying the basics of sentence structure than learning about current views on 
X-bar phrase structure. For this reason, we have not followed the US edition in moving to X-bar theory. 
Instead, we have chosen to introduce students to the more intuitive earlier system of phrase structure 
rules with ternary branching trees, leaving X-bar theory for more advanced courses on syntax. The text 
introduces students to phrase structure rules slowly and systematically, incorporating many example 
tree structures. While our focus is necessarily on the sentence structure of English, we have introduced 
cross-linguistic examples where possible. This edition includes an updated section on sign language 
syntax. The intention in the syntax chapter is to enhance the student’s understanding of the differences 
among languages as well as the universal aspects of grammar. Nevertheless, the introductory spirit of 
these chapters is not sacrificed, and students gain a deep understanding of word and phrase structure 
with a minimum of formalisms and a maximum of insightful examples and explanations, supplemented 
as always by quotes, poetry and humour.
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Chapter 5, on semantics, has been more finely structured so that the challenging topics of this 
complex subject can be digested in smaller pieces. Still based on the theme of ‘What do you know 
about meaning when you know a language?’ the chapter first introduces students to truth-conditional 
semantics and the principle of compositionality. Following that are discussions of what happens when 
compositionality fails, as with idioms, metaphors and anomalous sentences. Lexical semantics takes 
up various approaches to word meaning, including the concepts of reference and sense, semantic 
features, argument structure and thematic roles. The most dramatic upgrade of this chapter is a newly 
expanded and modernised section on pragmatics. Here we discuss and illustrate in depth the influence 
of situational versus linguistic context on the communicative content of utterances, the significance 
of implicature in comprehension, Grice’s maxims of conversation, presuppositions and J L Austin’s 
speech acts.

Chapter 6, on phonetics, introduces the notion of phoneme and allophone at the beginning of 
the chapter to set the scene for discussion of different levels of analysis. In this chapter the revised 
transcription system for Australian English, based firmly on the principles of the International 
Phonetic Alphabet is introduced. This system is essential for the study of Australian English speech 
patterns. The text fully adheres to the International Phonetics Association (IPA) notation conventions. 
The taxonomic classification system for describing the sounds of the worlds languages is introduced 
with particular reference to articulatory processes that are necessary to create individual speech 
sounds. Consonants, vowels, tone and intonation are illustrated through examples from a range of 
languages. Chapter 7, on phonology, reinforces the concept of phoneme and allophone and highlights 
some important allophonic processes that occur in English. This chapter retains numerous Australian 
English and other language problems and examples to illustrate the important theoretical concepts 
relating to the patterns of sounds in language. Material in this chapter continues to be presented so 
that the student can appreciate the need for formal theories through real-world examples.

The chapters comprising Part 3, ‘The psychology of language’, have been rewritten and restructured 
for clarity. Chapter 8, ‘Language acquisition’, is still rich in data from English and other languages. 
Bilingualism and L2 acquisition are taken up in detail, and a thoroughly revised section on L2 teaching 
methods is included. This edition introduces both usage-based approaches to language acquisition as 
well as the generative approach that has traditionally been introduced in this text. The arguments 
for innateness and Universal Grammar that language acquisition provides are, nevertheless, exploited 
to show the student how scientific theories of great import are discovered and supported through 
observation, experiment and reason. As in most chapters, Australian Sign Language (Auslan) is 
discussed, and its important role in understanding the biological foundations of language is emphasised. 

In Chapter 9, the section on psycholinguistics has been updated to conform to recent discoveries, 
and the section on computational linguistics reflects advances in machine translation, speech 
synthesis, speech recognition and language understanding. Anchoring the extensive new material 
in this chapter is the introduction of the Culturomic Revolution in the computer processing of 
language, in which computers have analysed billions (with a b) of lines of text with results that will 
astonish even the most blasé readers. Culturomics, which is concerned with published, written texts, 
is soon to be augmented by ‘Twitterology’, a study of ‘on-the-fly’ language usage by billions of people  
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(i.e. ‘twitterers’) in thousands of languages, only beginning to be linguistically analysed as this edition 
goes to press. But those who wish to keep abreast of the power of computers applied to language will 
find this chapter indispensable.

Part 4 is concerned with language in society, including sociolinguistics and historical linguistics. 
Chapter 10 emphasises the important relationship between language and society and includes a focus 
on the concept of social dialect and style. Pidgins and creoles are discussed with greater reference 
to Aboriginal and Torres Strait Islander languages. The section on Māori has been expanded. The 
‘Language in use’ section takes up slang, profanity, racial epithets, euphemisms and similar topics. 
Attitudes towards language and how they reflect the views and mores of society are also included in this 
chapter. We also discuss topics such as English spoken by non-native speakers and so-called standard 
languages. A section on language and sexism reflects a growing concern with this topic. An expanded 
list of references in this chapter is a valuable resource for further study.

Chapter 11, on language change, has undergone a few changes. The section ‘Extinct and endangered 
languages’ has been completely rewritten and brought up-to-date to reflect the intense interest in 
this critical subject. The same is true of the section ‘Types of languages’, which now reflects the latest 
research. In response to reviewers’ requests, a detailed and more complex illustration of the application 
of the comparative method to two contemporary dialects to reconstruct their ancestor – often called 
‘internal reconstruction’ – is now part of this chapter.

Chapter 12, on writing systems, is unchanged from the previous edition with the exception of a 
mild rewriting to further improve clarity. Texting and twittering, while largely unstudied by linguists, 
are included in a new section, adding a further dimension to what it means to write a language.

Key terms, which are bold in the text, are defined in the margin close to where they appear, as well 
as in the revised glossary at the end of the book. The glossary has been expanded and improved so that 
this edition provides students with a linguistic lexicon of nearly 550 terms, making the book a worthy 
reference volume.

The order of presentation of Chapters 3 through 7 was once thought to be non-traditional. Our 
experience, backed by previous editions of the book and the recommendations of colleagues throughout 
the world, has convinced us that it is easier for the novice to approach the structural aspects of language 
by first looking at morphology (the structure of the most familiar linguistic unit, the word), followed by 
syntax (the structure of sentences), which is also familiar to many students, as are numerous semantic 
concepts. We then proceed to the more novel (to students) phonetics and phonology, which students 
often find daunting. However, the book is written so that individual lecturers can present material in 
the traditional order of phonetics, phonology, morphology, syntax and semantics (Chapters 6, 7, 3, 4 
and 5) without confusion, if they wish.

This new Australian edition continues to reflect the study of linguistics in Australia by taking 
account of the place of language in Australian society and by basing its detailed description of English 
on the Australian English dialect. The phonemic symbols, for example, are those that are in standard 
use in this country, and the discussion of social and regional variation in Chapter 10 continues to focus 
on Australia and New Zealand. This book assumes no previous knowledge on the part of the reader. 
An updated list of references at the end of each chapter is included to accommodate any reader who 
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wishes to pursue a subject in more depth. Each chapter concludes with a summary and exercises to 
enhance the student’s interest in, learning and comprehension of the textual material. We wish to 
thank the reviewers of this edition. We have benefited greatly from discussions with and suggestions 
from friends, colleagues, students, lecturers, tutors and reviewers of the last edition. If this text is 
better than the last, it is because of them. The responsibility for errors in fact or judgement is, of 
course, ours. We hope that the continual updates we make to the book improve its quality and the 
user experience. Finally, we wish to say thank you to the lecturers who have used the earlier editions; 
without them and their students there would be no new edition. 
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THE NATURE 
OF HUMAN 
LANGUAGE 	

Reflecting on Noam Chomsky’s ideas on the 
innateness of the fundamentals of grammar in 
the human mind, I saw that any innate features 
of the language capacity must be a set of 
biological structures, selected in the course of 
the evolution of the human brain.

S E Luria, A Slot Machine, a Broken Test Tube, an 
Autobiography, 1984

The nervous systems of all animals have a 
number of basic functions in common, most 
notably the control of movement and the 
analysis of sensation. What distinguishes the 
human brain is the variety of more specialised 
activities it is capable of learning. The pre-
eminent example is language.

Norman Geschwind, Specializations of the Human 
Brain, 1979

Linguistics shares with other sciences a 
concern to be objective, systematic, consistent 
and explicit in its account of language. Like 
other sciences, it aims to collect data, test 
hypotheses, devise models and construct 
theories. Its subject matter, however, is unique: 
at one extreme it overlaps with such ‘hard’ 
sciences as physics and anatomy; at the other, 
it involves such traditional ‘arts’ subjects as 
philosophy and literary criticism. The field 
of linguistics includes both science and the 
humanities, and offers a breadth of coverage 
that, for many aspiring students of the subject, 
is the primary source of its appeal.

David Crystal, The Cambridge Encyclopedia of 
Language, 2010

PART 1
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     1 WHAT IS LANGUAGE?

When we study human language, we are approaching what some 
might call the ‘human essence’, the distinctive qualities of mind 
that are, so far as we know, unique to man.

Noam Chomsky, Language and Mind, 1972

After reading Chapter 1, you should be able to:
•	 understand the arbitrary relation between linguistic form and meaning
•	 distinguish between linguistic knowledge (competence) and linguistic behaviour (performance)
•	 distinguish between descriptive and prescriptive rules of grammar
•	 understand the relationship between grammatical rules of individual languages and principles of 

language structure that may hold across all languages
•	 explain the difference between human language and the communicative systems of other animals.

LEARNING OBJECTIVES

Whatever else people do when they come together – whether they play, fight, make love or make 
cars – they talk. We live in a world of language. We talk to our friends, our associates, our wives 
and husbands, our lovers, our teachers, our parents, our rivals and even our enemies. We talk 
to bus drivers and total strangers. We talk face-to-face and over the telephone, and everyone 
responds with more talk. Television and radio further swell this torrent of words. Hardly a 
moment of our waking lives is free from words and even in our dreams we talk and are talked to. 
We also talk when there is no-one to answer. Some of us talk aloud in our sleep. We talk to our 
pets and sometimes to ourselves.

The possession of language, perhaps more than any other attribute, distinguishes humans 
from other animals. To understand our humanity, one must understand the nature of language 
that makes us human. According to the philosophy expressed in the myths and religions of many 
peoples, language is the source of human life and power. To some people of Africa, a newborn child 
is a kintu, a ‘thing’, not yet a muntu, a ‘person’. Only by the act of learning language does the child 
become a human being. According to this tradition, then, we all become human because we all know 
at least one language. But what does it mean to know a language?
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CHAPTER 1: WHAT IS LANGUAGE?

LINGUISTIC KNOWLEDGE
Do we know only what we see, or do we see what we somehow 
already know?

Cynthia Ozick, ‘What Helen Keller Saw’, New Yorker, 16 and 23 June 2003

When you know a language, you can speak and be understood by others who know that language. 
This means you have the capacity to produce sounds that signify certain meanings and to understand 
or interpret the sounds produced by others. But language is more than speech. Deaf people produce 
and understand sign languages just as hearing people produce and understand spoken languages.

Almost everyone knows at least one language. Five-year-old children are nearly as proficient at 
speaking and understanding as their parents. Yet the ability to carry out the simplest conversation 
requires profound knowledge that most speakers are unaware of. This is true for speakers of all 
languages, from Albanian to Zulu. A speaker of English can produce a sentence that has two relative 
clauses without knowing what a relative clause is, such as:

My goddaughter, who was born in Sweden and who now lives in Australia, is named Disa, after a 
Viking queen.

In a parallel fashion, a child can walk without understanding or being able to explain the principles 
of balance and support or the neurophysiological control mechanisms that permit one to do so. The 
fact that we may know something unconsciously is not unique to language.

What, then, do speakers of English or Quechua or French or Arrente or Arabic know?

Knowledge of the sound system
Part of knowing a language means knowing what sounds (or signs)1 are in that language and what 
sounds are not. One way this unconscious knowledge is revealed is by the way speakers of one 
language pronounce words from another language. If you speak only English, for example, you may 
substitute an English sound for a non-English sound when pronouncing ‘foreign’ words such as 
French ménage à trois. If you pronounce it as the French do, you are using sounds outside the English 
sound system.

French people speaking English often pronounce words such as this and that as if they were 
spelled zis and zat. The English sound represented by the initial letters th in these words is not part 
of the French sound system, and the French mispronunciation reveals the speaker’s unconscious 
knowledge of this fact.

Knowing the sound system of a language includes more than knowing the inventory of sounds. It 
means also knowing which sounds may start a word, end a word and follow each other. The name of a 
former president of Ghana was Nkrumah, pronounced with an initial sound like the sound ending the 
English word sink. Although this is an English sound, no word in English begins with the nk sound. 
Speakers of English who have occasion to pronounce this name often mispronounce it (by Ghanaian 

sign language
A language used by 
deaf people in which 
linguistic units, 
such as morphemes 
and words as well 
as grammatical 
relations, are 
formed by manual 
and other body 
movements.

sign
A single gesture 
(possibly with 
complex meaning) in 
the sign languages 
used by the deaf.
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standards) by inserting a short vowel sound, such as Nekrumah or Enkrumah. Similarly, the first 
name of the New Zealand mystery writer Ngaio Marsh is usually mispronounced in this way, or by 
simply ignoring the g altogether. Children who learn English recognise that nk does not begin a word, 
just as Ghanaian and Māori children learn that words in their language may begin with the nk sound.

We will learn more about sounds and sound systems in Chapters 6 and 7. 

Knowledge of words
Knowing the sounds and sound patterns in our language constitutes only one part of our linguistic 
knowledge. Knowing a language means also knowing that certain sequences of sounds signify 
certain concepts or meanings. Speakers of English know what boy means, and that it means 
something different from toy or girl or pterodactyl. When you know a language, you know words in 
that language; that is, which sequences of sounds are related to specific meanings and which are not.

Arbitrary relation of form and meaning

The minute I set eyes on an animal I know what it is. I don’t have to 
reflect a moment; the right name comes out instantly. I seem to know 
just by the shape of the creature and the way it acts what animal it is. 
When the dodo came along he [Adam] thought it was a wildcat. But I 
saved him. I just spoke up in a quite natural way and said, ‘Well, I do 
declare if there isn’t the dodo!’

Mark Twain, Eve’s Diary, 1906

If you do not know a language, the words (and sentences) of that language will be mainly 
incomprehensible because the relationship between speech sounds and the meanings they represent 
in the languages of the world is, for the most part, an arbitrary one. When you are acquiring a 
language, you have to learn that the sounds represented by the letters house signify the concept 

; if you know French, this same meaning is represented by maison; if you know Spanish, by 
casa, if you know Amharic, by bet. Similarly,  is represented by hand in English, main in French, 
nsa in Twi, and ruka in Russian. The same sequence of sounds can represent different meanings in 
different languages. The word bolna means ‘speak’ in Hindu-Urdu and ‘aching’ in Russian; bis means 
‘devil’ in Ukrainian and ‘twice’ in Latin; a pet means ‘a domestic animal’ in English and ‘a fart’ in 
Catalan; and the sequence of sounds taka means ‘hawk’ in Japanese, ‘fist’ in Quechua, ‘a small bird’ 
in Zulu, and ‘money’ in Bengali.

These examples show that the words of a particular language have the meanings they do only by 
convention. Despite what Eve would have us believe in Mark Twain’s satire Eve’s Diary, a pterodactyl 
could have been called a ron, blick or kerplunkity.

As Juliet says in Shakespeare’s Romeo and Juliet:

What’s in a name? That which we call a rose
By any other name would smell as sweet.

arbitrary
Describes the 
property of 
language, including 
sign language, 
whereby there 
is no natural or 
intrinsic relationship 
between the way a 
word is pronounced 
(or signed) and its 
meaning.
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This conventional and arbitrary relationship between form (sounds) and meaning (concept) of a 
word in spoken languages is also true of many signs in sign languages. If you see someone using a 
sign language you do not know, it is doubtful you will understand much of the message from the 
signs alone. A person who knows Chinese Sign Language (CSL) would find it difficult to understand 
Australian Sign Language (Auslan) and vice versa.

For some signs, the relationship between form and meaning was originally not arbitrary. The 
Auslan sign meaning ‘tomorrow’, for example, may have originated as a compound of signs meaning 
‘one’ and ‘sleep’. Over time this has changed, just as the pronunciation of words may change; now, the 
sign is formed by a ‘one’ handshape moving away from the cheek. These signs become conventional, 
so that the forms of the handshape, movement and location do not reveal its meaning any longer.

There is some sound symbolism in language – that is, words whose pronunciation suggests their 
meaning. Most languages contain onomatopoeic words such as buzz or murmur that imitate the 
sounds associated with the objects or actions they refer to. But even here the sounds differ from 
language to language, reflecting the particular sound system of the language. In English cock-a-
doodle-doo is an onomatopoeic word whose meaning is ‘the crow of a rooster’, whereas in Finnish 

convention/ 
conventional
The agreed-on, 
though generally 
arbitrary, relationship  
between the form 
and meaning of 
words.

form
The phonological 
or gestural 
representation of a 
morpheme or word.

meaning
The conceptual or 
semantic aspect of 
a sign or utterance 
that permits us 
to comprehend 
the message 
being conveyed. 
Expressions in 
language generally 
have both form –  
pronunciation 
or gesture – and 
meaning.

sound symbolism
The notion that 
certain sound 
combinations occur 
in semantically 
similar words, e.g. 
gl in gleam, glisten, 
glitter, which all 
relate to vision.

onomatopoeia/
onomatopoeic
Refers to words 
whose pronunciations 
suggest their meaning, 
e.g. meow, buzz.



6

PART 1: THE NATURE OF HUMAN LANGUAGE

the rooster’s crow is kukkokiekuu. Forget gobble gobble when you’re in Istanbul; a turkey in Turkey 
goes glu-glu.

Sometimes particular sound sequences seem to relate to a particular concept. In English many 
words beginning with gl relate to sight, such as glare, glint, gleam, glitter, glossy, glaze, glance, glimmer, 
glimpse and glisten. However, such words are a very small part of any language, and gl may have 
nothing to do with ‘sight’ in another language or even in other words in English, such as gladiator, 
glucose, glory, glutton, globe and so on.

To know a language we must know words of that language. But no speaker knows all the entries 
in an unabridged dictionary, and even if someone did, he or she would still not know that language. 
Imagine trying to learn a foreign language by buying a dictionary and memorising words. No matter 
how many words you learned, you would not be able to form the simplest phrases or sentences 
in the language, or understand a native speaker. No one speaks in isolated words. Of course, you 
could search in your tourist’s dictionary for individual words to find out how to say something like 
‘car – petrol – where?’ After many tries, a native speaker might understand this question and then 
point in the direction of a service station. If the speaker answered you with a sentence, however, 
you probably would not understand what was said; nor would you be able to look it up, because you 
would not know where one word ended and another began. Chapter 4 will explore how words are put 
together to form phrases and sentences, and Chapter 5 will explore word and sentence meanings.

The creativity of linguistic knowledge

Albert: So are you saying that you were the best friend of the 
woman who was married to the man who represented your husband 
in divorce?

André: In the history of speech, that sentence has never been uttered 
before.

Neil Simon, The Dinner Party, 2000

Knowledge of a language enables you to combine sounds to form words, words to form phrases 
and phrases to form sentences. You cannot buy a dictionary of any language with all its sentences 
because no dictionary can list all the possible sentences. Knowing a language means being able to 
produce and understand new sentences never spoken before. This is the creative aspect, or creativity, 
of language. Not every speaker of a language can create great literature, but everybody who knows 
a language can create and understand new sentences.

In pointing out the creative aspect of language, Chomsky made a powerful argument against 
the behaviourist view of language that prevailed in the first half of the twentieth century, which 
held that language is a set of learned responses to stimuli. While it is true that if someone steps 
on our toes we may automatically respond with a scream or a grunt, these sounds are not part of 
language. They are involuntary reactions to stimuli. After we automatically cry out, we can then go 
on to say, ‘Thank you very much for stepping on my toe because I was afraid I had elephantiasis, but 

creative aspect, 
creativity of 
language 
Speakers’ ability to 
combine the finite 
number of linguistic 
units of their 
language to produce 
and understand an 
infinite range of 
novel sentences.
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because I could feel it hurt I know I don’t’, or any one of an infinite number of sentences, because 
the particular sentence we produce is not controlled by a stimulus.

Even some involuntary cries, such as ouch, are constrained by our own language system, as are 
the filled pauses that are sprinkled through conversational speech, such as er, uh and you know in 
English. They contain only the sounds found in the language. French speakers, for example, often 
fill their pauses with the vowel sound that starts their word for ‘egg’ – oeuf – a sound that does not 
occur in English. Knowing a language includes knowing what sentences are appropriate in various 
situations. Saying ‘Minced steak costs five dollars a kilo’ after someone has just stepped on your toe 
would hardly be an appropriate response, although it would be possible.

Our creative ability is not only reflected in what we say, but also includes our understanding of 
new or novel sentences. Consider the following sentence: Ben Hall decided to become a bushranger 
because he dreamed of pigeon-toed giraffes and cross-eyed elephants dancing in pink skirts and green 
berets on the wind-swept sands of the Nullarbor. You may not believe the sentence, you may question 
its logic, but you can understand it, although you have probably never heard or read it before now.

Knowledge of a language, then, makes it possible to understand and produce new sentences. If you 
counted the number of sentences in this book that you have seen or heard before, the number would be 
small. Next time you write an essay or a letter, see how many of your sentences are new. Few sentences 
are stored in your brain, to be pulled out to fit some situation or matched with some sentence that you 
hear. Novel sentences never spoken or heard before cannot be stored in your memory.

Simple memorisation of all the possible sentences in a language is impossible in principle. If for 
every sentence in the language a longer sentence can be formed, then there is no limit to the length 
of any sentence and therefore no limit to the number of sentences. In English you can say:

This is the house.

or

This is the house that Jack built.

or

This is the malt that lay in the house that Jack built.

or

This is the dog that worried the cat that killed the rat that ate the malt that lay in the house that 
Jack built.

And you need not stop there. How long, then, is the longest sentence? A speaker of English can say:

The old man went.

or

The old, old, old, old, old man went.

How many ‘olds’ are too many? Seven? Twenty-three?
It is true that the longer these sentences become, the less likely we would be to hear or to say 

them. A sentence with 276 occurrences of ‘old’ would be highly unlikely in either speech or writing, 
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even to describe Methuselah. But such a sentence is theoretically possible. If you know English, you 
have the knowledge to add any number of adjectives as modifiers to a noun and to form sentences 
with indefinite numbers of clauses, as in the house that Jack built.

All human languages permit their speakers to form indefinitely long sentences; creativity is a 
universal property of human language.

The fact of human linguistic creativity was well expressed more than 400 years ago by Huarte de 
San Juan (1530–1592): ‘Normal human minds are such that … without the help of anybody, they 
will produce 1000 (sentences) they never heard spoke of … inventing and saying such things as they 
never heard from their masters, nor any mouth’.

Knowledge of sentences and non-sentences

A person who knows a language has mastered a system of rules that 
assigns sound and meaning in a definite way for an infinite class of 
possible sentences.

Noam Chomsky, Language and Mind, 1972

Our knowledge of language not only allows us to produce and understand an infinite number of 
well-formed (even if silly and illogical) sentences. It also permits us to distinguish well-formed 
(grammatical) from ill-formed (ungrammatical) sentences. This is further evidence of our linguistic 
creativity because ungrammatical sentences are typically novel, not sentences we have previously 
heard or produced, precisely because they are ungrammatical! Consider the following sentences:

1	 a	 John kissed the little old lady who owned the shaggy dog.

b	 Who owned the shaggy dog John kissed the little old lady.

c	 John is difficult to love.

d	 It is difficult to love John.

e	 John is anxious to go.

f	 It is anxious to go John.

g	 John, who was a student, flunked his exams.

h	 Exams his flunked student a was who John.

If you were asked to put an asterisk before the examples that seemed ill formed or ungrammatical 
or no good to you, which ones would you choose? (The asterisk * is used before examples that 
speakers reject for any reason. This notation will be used throughout the book.) Our intuitive 
knowledge about what is or is not an allowable sentence in English leads us to put an asterisk before 
b, f and h. Which ones did you choose? Would you agree with the following judgements?

2	 a  What he did was climb a tree.

b	 *What he thought was want a sports car.

c	 Drink your beer and go home!

d	 *What are drinking and go home?

asterisk
The symbol * 
used to indicate 
ungrammatical 
or anomalous 
examples, e.g. *cried 
the baby, *sincerity 
dances; also used 
in historical and 
comparative 
linguistics to 
represent a 
reconstructed form.
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e	 I expect them to arrive a week from next Thursday.

f  *I expect a week from next Thursday to arrive them.

g   Linus lost his security blanket.

h  *Lost Linus security blanket his.

If you find the sentences with asterisks unacceptable, as we do, you see that not every string of 
words constitutes a well-formed sentence in a language. Our knowledge of a language determines 
which strings of words are well-formed sentences, and which are not. Therefore, in addition to 
knowing the words of the language, linguistic knowledge includes rules for forming sentences and 
making the kinds of judgements you made about the examples in (1) and (2) above. These rules 
must be finite in length and finite in number so they can be stored in our finite brains. Yet they must 
permit us to form and understand an infinite set of new sentences. They are not rules determined 
by a judge or a legislature, or even rules taught in a grammar class. They are unconscious rules that 
we acquire as young children as we develop language.

Returning to the question we posed at the beginning of this chapter – what does it mean 
to know a language? It means knowing the sounds and meanings of many, if not all, of the 
words of the language, and the rules for their combination – the grammar, which generates 
infinitely many possible sentences. We will have more to say about these rules of grammar in 
later chapters.

LINGUISTIC KNOWLEDGE AND PERFORMANCE 
‘What’s one and one and one and one and one and one and one and 
one and one and one?’ ‘I don’t know’, said Alice. ‘I lost count.’ ‘She 
can’t do Addition’, the Red Queen interrupted.

Lewis Carroll, Through the Looking-Glass, 1871

Our linguistic knowledge permits us to form longer and longer sentences by joining sentences and 
phrases or adding modifiers to a noun. Whether we stop at three, five or eighteen adjectives, it 
is impossible to limit the number we could add if desired. Very long sentences are theoretically 
possible, but they are highly improbable. Evidently, there is a difference between having the 
knowledge necessary to produce sentences of a language and applying this knowledge. It is a 
difference between what we know – our linguistic competence – and how we use this knowledge in 
actual speech production and comprehension – our linguistic performance.

Speakers of all languages have the knowledge to understand or produce sentences of any length. 
However, there are physiological and psychological reasons that limit the number of adjectives, 
adverbs, clauses and so on that we actually produce and understand. Speakers may run out of 
breath, lose track of what they have said or die of old age before they are finished. Listeners may 
become confused, tired, bored or disgusted.

linguistic 
competence
The knowledge 
of a language 
represented by the 
mental grammar 
that accounts for 
speakers’ linguistic 
ability and creativity. 
For the most part, 
linguistic competence 
is unconscious 
knowledge.

linguistic 
performance
The use of linguistic 
competence in the 
production and 
comprehension of 
language; behaviour 
as distinguished 
from linguistic 
knowledge.




